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Abstract

Quantum computers exploit the particular behavior of
quantum physical systems to solve some problems in a
different way than classical computers. We are now ap-
proaching the point where quantum computing could pro-
vide real advantages over classical methods. The computa-
tional capabilities of quantum systems will soon be avail-
able in future supercomputer architectures as hardware
accelerators called Quantum Processing Units (QPU).
From optimizing compilers to task scheduling, the High-
Performance Computing (HPC) software stack could ben-
efit from the advantages of quantum computing. We look
here at the problem of register allocation, a crucial part of
modern optimizing compilers. We propose a simple proof-
of-concept hybrid quantum algorithm based on QAOA to
solve this problem. We implement the algorithm and inte-
grate it directly into GCC, a well-known modern compiler.
The performance of the algorithm is evaluated against the
simple Chaitin-Briggs heuristic as well as GCC’s regis-
ter allocator. While our proposed algorithm lags behind
GCC’s modern heuristics, it is a good first step in the de-
sign of useful quantum algorithms for the classical HPC
software stack.

Keywords— compiler optimization, quantum computing
applications, register allocation, graph coloring

1 Motivation and goals

Quantum Computing has gained a lot of traction in the past
decade due to its theoretical ability to outperform classical
computers for some tasks. These include but are not limited
to: integer factoring [1], linear system solving [2], database
searching [3], and quantum system simulation [4]. While the
concept of quantum computing is more than 40 years old, there
has been a recent surge of interest in this domain. This is due
to the recent realization of quantum devices capable of per-
forming basic computations. The class of current quantum
hardware is called NISQ for Noisy Intermediate Scale Quan-
tum [5]. Right now these devices cannot outperform classical
computers on general tasks due to many physical limitations,
but it is believed that we might see a NISQ device that reaches
this crucial milestone soon.

The potential advantages of quantum computing have led to
an increasing interest from the High-Performance Computing
community in the integration of quantum processing power in
new HPC architectures. While full-scale fault-tolerant quan-
tum computers might only become a reality in the far future,
NISQ devices will soon be integrated into existing supercom-
puters. These devices are usually called Quantum Processing
Units (QPU) and can be based on a variety of quantum sys-
tems, ranging from electron spin to photon polarization.

The computing power of QPUs could be leveraged in many
ways when they are connected to a supercomputer. A path of
particular interest to us is the HPC software stack i.e. the set of
tools and software necessary for the efficient operation of HPC
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applications. This software stack covers everything from devel-
opment tools to runtime software and operating systems. Opti-
mizing compilers are a crucial part of this stack as they are used
to convert human-readable source code to architecture-specific
machine instructions. Compilers are a good target for improve-
ment through quantum computing as they are composed of a
large set of computationally hard tasks, often related to com-
binatorial optimization problems. One such example would
be register allocation which is closely related to the NP-hard
problem of graph coloring [6].

With quantum accelerators soon to be integrated into some
HPC clusters, we raise the question of how to leverage the
capabilities of QPUs for the HPC software stack. Some of the
many computationally hard tasks in this stack could benefit
from the advantages of quantum computing. As a proof-of-
concept for this idea, this paper proposes an integration of a
hybrid quantum register allocation algorithm in GCC [7]. The
performance of this approach will be evaluated by compiling
HPC proxy apps for a classical x86_64 CPU architecture.

The main contributions of our work are as follows:

• We propose a register allocation method centered around
a hybrid quantum optimization algorithm. We imple-
mented the algorithm using a quantum computing frame-
work and integrated it as a replacement for the graph
coloring step of GCC’s register allocation.

• We evaluate the quality of the solutions given by our al-
gorithm by comparing them to a simple classical heuristic
and GCC’s allocation algorithm. We show improvement
over the simple heuristic but do not yet reach the perfor-
mance of GCC.

The rest of this paper is organized as follows: Section 2 lays
down the background and discusses related work. Section 3
introduces the hybrid register allocation algorithm. Section 4
describes the implementation of the algorithm and its integra-
tion into an existing compiler. The performance of our algo-
rithm on real HPC codes is studied in Section 5 and, finally,
Section 6 concludes this paper.

2 Background
2.1 Register Allocation problem
Compilation is a long process that usually ends with ”code
generation” which consists of translating the program into
architecture-specific instructions [8]. As part of code gener-
ation, the compiler needs to determine where to store each
variable of the program. Modern computer architectures are
composed of a variety of types of storage, each with its size and
speed. Registers are small memory slots in the CPU which are
extremely fast to access, most can be used directly in an oper-
ation without any load cycles.

While there can be any number of variables in a program,
processors contain a finite number of registers. If two variables
are in use (or ”live”) simultaneously, they cannot be stored in
the same register. Optimizing compilers need to decide which
variables to store in registers and which to store in system
memory. If not all variables can be stored in registers, the ones
stored in system memory are said to have been ”spilled” [6].

A well-established method of register allocation is based on
graph coloring [6, 9]. The core component of this technique is
the interference graph: an undirected graph G = (V,E) where

nodes represent the variables of the program. There is an edge
between two variables if and only if they are alive simultane-
ously in at least one statement. If the nodes representing two
variables are not connected by an edge, the live ranges of the
variables are distinct and we can allocate both to the same reg-
ister. Register allocation boils down to finding a valid coloring
of this graph using registers as colors.

However, the simple k-coloring problem only captures a very
basic description of the register allocation problem. In modern
CPU architecture, each variable in a program can only be allo-
cated to a specific subset of all available registers. The problem
that needs to be solved then becomes the list coloring of the
interference graph with, for each variable v, Lv the list of reg-
isters that it can be allocated to. Each variable can either be
allocated to a register or spilled to system memory, let us then
define L = {mem} ∪

⋃
v∈V Lv the list of all spaces where a

variable could be stored.
The final component we use to define register allocation here

is a cost function Calloc : V ×L 7→ R that assigns an allocation
cost for each possible combination of variables and register (or
memory). We can then define register allocation as a combi-
natorial optimization problem detailed in Equation 1.

min
r : V 7→L

∑
v∈V

Calloc(v, r(v)) (1a)

s.t. ∀(v, v′) ∈ E, r(v) 6= r(v′) or r(v) = mem (1b)
∀v ∈ V, r(v) ∈ Lv ∪ {mem} (1c)

We want to find an allocation r : V 7→ L that minimizes the
overall allocation cost (1a) while allocating different registers
to variables that are live at the same time or spilling them (1b).
We also need to make sure that each variable is allocated to a
register to which it can indeed be allocated (1c).

2.2 Quantum Computing for optimization
A category of problems that could benefit from the advantages
provided by quantum computing is combinatorial optimiza-
tion problems. The Quantum Approximate Optimization Al-
gorithm (QAOA) [10] is a hybrid quantum algorithm aiming at
providing improvements for combinatorial optimization tasks
over classical counterparts –in terms of approximation ratio
and/or execution time. Given a cost function C : {0, 1}n 7→ R,
it tries to find an approximate minimum of C by searching
for the ground state of a cost Hamiltonian HC defined by
〈x|HC |x〉 = C(x) for x ∈ {0, 1}n. To construct it from the
cost function a simple conversion can be obtained by taking
C(x) and applying the map xi ↔ (I − σZ

i )/2 where σZ
i is the

Pauli Z gate applied on qubit i.
QAOA is a type of Variational Quantum Algorithm [11]:

the core of the algorithm is a parameterized quantum circuit
for which we will try to find the ”best” parameters using a
classical optimization loop. The state prepared by the circuit
is |γ,β〉 and is parameterized by 2p real angles (γ1, ..., γp) and
(β1, ..., βp). The circuit is made of p layers of gates derived
from HC and the angles γ,β.

An approximate solution to the optimization problem is
found by finding parameters γ∗ and β∗ that minimize the mea-
sured cost:

C(γ,β) = 〈γ,β|HC |γ,β〉 (2)
This classical optimization loop can be realized using algo-

rithms such as Nelder-Mead [12] or COBYLA [13] for example.
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The final result of the algorithm is obtained by sampling the
state |γ∗,β∗〉, a bitstring x that minimizes C will be found
with high probability given a large enough p.

2.3 Related work
As mentioned in Section 2.1, the register allocation problem
can be considered a variant of graph coloring. Specific quan-
tum circuits and implementations to solve this problem using
Variational Quantum Algorithms have been proposed in the
past [14]. These quantum algorithms solving max-k-coloring
have also been tested on NISQ devices [15], the results seem to
suggest that QAOA for such optimization problems could be
beneficial. However, register allocation as we defined is a dif-
ferent, more complex problem than max-k-coloring. It is closer
to list-coloring where each node can be assigned to a specific
list of colors while also adding constraints such as spilling [6].

While quantum algorithms for the specific problem of reg-
ister allocation are a new field of research, there has been ex-
tensive work regarding classical algorithms that solve this op-
timization problem. Chaitin’s method of allocating registers
by coloring the interference graph [6] (and the following im-
provement by Briggs [9]) is foundational and still widely used
in modern compilers. The basic principle of the algorithm is
to successively remove nodes that satisfy deg(v) < k from the
interference graph and add them to a stack. If there are no
such nodes, nodes are spilled and removed from the graph un-
til a node satisfies the condition. When all nodes have been
removed, they are popped from the stack one by one and as-
signed an available color.

Integration of Quantum and High-Performance Comput-
ing is an emerging field of research. Some groundwork has
been laid regarding the possible architectures and challenges
of HPC/QC integration [16, 17]. The specific area of using
quantum algorithms to solve problems in the HPC software
stack is novel as far as we have been able to find. However, the
idea of using quantum algorithms was already put forward in
the case of quantum circuit compilation [18].

3 Quantum Algorithm for Regis-
ter Allocation

3.1 Independent set extraction
If we look back at the register allocation problem as we defined
it in Equation 1, it is quite clear that it is a complex combina-
torial problem. Converting constraints (1b) and (1c) as well as
the allocation cost in (1a) into a single global cost Hamiltonian
to be used for QAOA is left as future work. Instead, we de-
cided to find a simple quantum hybrid algorithm to solve the
register allocation problem that would lead to smaller quantum
circuits.

A known method to color graphs consists of sequentially ex-
tracting large independent sets from the graph and assigning
the same color to each node of the set as there are no edges
between them [19, 20]. We will apply this idea here with one
specificity being that we will use QAOA to find large indepen-
dent sets in the graph. To use QAOA we need a cost Hamil-
tonian for the weighted Maximum Independent Set (w-MIS)
problem. The cost Hamiltonian is derived from the cost func-
tion described in Equation 3 where xv = 1 ⇐⇒ v is in the

independent set. We apply the map xv → (I−σZ
v )/2 to obtain

the final Hamiltonian [21], which is described in Equation 4.

Cw-MIS(x) =
∑

(v,v′)∈E

xvxv′ −
∑
v∈V

wvxv (3)

Hw-MIS =
∑

(v,v′)∈E

σZ
v σ

Z
v′ +

∑
v∈V

(wv − deg(v))σZ
v (4)

One qubit will correspond here to one vertex of the graph
and a qubit measured in state ”1” will mean that the node is
in the set.

As noted in Section 2.1, each variable can only be allocated
to a specific subset of possible registers. In other words, each
register t can only store variables that are in the set Vt defined
as: Vt = {v ∈ V : t ∈ Lv}. For each register we will then try to
find a large independent set in G[Vt] = (Vt, Et), the subgraph
of G induced by Vt ⊆ V .

To minimize the total allocation cost we would like to allo-
cate variables that would be costly to spill into memory first.
To take this into account, we will extract for each register an
independent set that maximizes the potential cost of spilling
the variables to memory instead of storing them in the register.
We define, for each register t, the cost of spilling a variable v
as the cost of storing it in memory minus the cost of storing it
in the register (Equation 5).

Cspill(v, t) = Calloc(v,mem)− Calloc(v, t) (5)

The order in which the registers are allocated is decided
using a cost function described in Section 3.2. Algorithm 1
describes the full register allocation algorithm with the step
that is performed on the QPU in italics at line 6.

Algorithm 1 Greedy MIS QAOA
Require: Interference graph G = (V,E), lists of available

registers (Lv)v∈V , spill cost Cspill.
1: L :=

⋃
v∈V Lv

2: Initialize r(v) := mem for all v ∈ V
3: while |L| > 0 and |V | > 0 do
4: t′ := argmint∈L c(t)
5: if |Et′ | > 0 then
6: [On QPU] Use QAOA to find Max Independent

Set S of G[Vt′ ] with weights wv = Cspill(v, t
′)

7: else
8: S := Vt′

9: end if
10: for all v ∈ S do
11: r(v) := t′

12: Remove v from G
13: end for
14: Remove t′ from all Lv

15: Update L :=
⋃

v∈V Lv

16: end while
17: return Allocation r

We never explicitly decide to spill a variable to memory here.
Instead, spills happen when there are no registers left to which
the variable could be allocated.
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3.2 Allocation order
As mentioned earlier, the registers are assigned in a specific
order related to what we call a ”register allocation cost” c : L 7→
R. This cost should reflect how risky it would be to assign
this register in terms of potential spills. Spills happen when
a variable is not included in the independent set while having
only one available register left. The allocation cost function c
should reflect the probability of this situation happening for
each register.

To take into account this risk, the cost function reflects how
dense the subgraph G[Vt] = (Vt, Et) is. We want to penalize
graphs with a large number of edges and few nodes as it could
negatively impact the maximum size of the extracted indepen-
dent set. We define this ”register allocation cost” as follows:

c(t) =
|Et|
|Vt|

(6)

4 Adding a Quantum Computing
routine to GCC

4.1 Architecture of GCC’s compilation
pipeline

The previous section described a hybrid quantum register allo-
cation algorithm based on QAOA. The next step is to imple-
ment this algorithm and integrate it into a modern optimizing
compiler. We decided to integrate our algorithm into GCC [7]
as it is one of the most widely used compilers in both research
and industrial settings.
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Figure 1: Simplified internal architecture of GCC com-
piler. The various Intermediary Representations are writ-
ten over each arrow connecting the internal compiler
blocks.

GCC’s internal architecture can be split into three main
parts (see Figure 1). The front-end parses and analyses code
written in a specific language and converts it to a generic In-
termediary Representation (IR) called GENERIC. The Middle-
End first converts the GENERIC code into another IR called
GIMPLE, the program represented this way will then go
through many optimization and transformation passes. Most
of the architecture-independent optimization will happen at
this time. Finally, the program is converted into a final IR
called Register Transfer Language (RTL) before entering the
final steps of compilation. Those final steps are all inside the
Back-End in which architecture-specific transformations and
optimizations will happen before the final Assembly (ASM)
code generation.

GCC offers an extensive plugin system that allows the in-
tegration of new transformation passes without having to di-

rectly modify the compiler. However, this plugin system is
most suited for Middle-End passes and we could not use it to
integrate our modified back-end register allocation pass. We
directly integrated our hybrid algorithm into the existing pass
that handles this task in GCC. This pass is called the Inte-
grated Register Allocator (IRA) as it also performs tasks such
as live range splitting and register coalescing on the fly during
coloration.

To integrate our algorithm into GCC we override the col-
oration step of the IRA with an external routine as described
in Figure 2. We do so for every interference graph in the com-
piled code (∼1 per function/loop). As the number of qubits
required to run the quantum algorithm scales with the number
of nodes in the input interference graph, we want to work on
as small graphs as possible. To do so the interference graph is
first decomposed into its connected components1 before run-
ning the algorithm on each component. The final allocation
result is gathered from the results of all subgraphs.

Quantum devices have a limited number of available qubits
that can be used to run a quantum algorithm. To take this
constraint into account, we only use our algorithm to color the
graphs that require fewer qubits than a fixed threshold. The
maximum number of qubits required by our algorithm is given
by the number of nodes of the largest subgraph induced by any
available register t:

Nqubits(V,L) = max
t∈L

|Vt| (7)

Every individual subgraph that requires fewer qubits than a
fixed threshold will be allocated using the hybrid quantum al-
gorithm. The components that would require too many qubits
will be colored by GCC’s regular register allocator.

4.2 Quantum routine implementation

The core of our hybrid register allocation algorithm is the ap-
proximate solving of the Maximum Independent Set problem
using QAOA. We implemented this quantum algorithm us-
ing a high-level quantum computing framework developed by
Atos/EVIDEN called myQLM [23]. We chose this framework
as it offers a generic quantum circuit programming model as
well as integrated quantum circuit emulators. The main benefit
of using a generic quantum computing framework is the ability
to be hardware-agnostic. This allows us in theory to be able to
run the quantum algorithm on any given quantum device that
supports the gate-based model of quantum computation.

1A connected component of the graph G is a subgraph in which
each pair of nodes is connected via a path. The list of all connected
components of a graph can be obtained by Breadth-First Search [22].
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HPC Runtime

int main()
{
    ...
}

GCC
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Figure 2: Architecture of the modified GCC compilation stack with the integration of the quantum-assisted register
allocator. The coloration step of GCC’s Integrated Register Allocator is overridden to use Algorithm 1. The quantum
state preparation and measurement operations are executed on an external QPU.

Listing 1: myQLM Max Independent Set QAOA
1 # Initialize empty Hamiltonian
2 h = Observable(G.number_of_nodes())
3

4 # First term of the Hamiltonian
5 for u, v in G.edges():
6 h.add_term(
7 Term(1, "ZZ", [u, v])
8 )
9

10 # Second term of the Hamiltonian
11 for u in G.nodes():
12 h.add_term(
13 Term(weights[u] - G.degree[u], "Z", [u])
14 )
15

16 # Generate quantum circuit from h
17 circ = AnsatzFactory.qaoa_circuit(h, p)
18

19 # Run the QAOA optimization loop
20 qpu = get_default_qpu()
21 stack = ScipyMinimizePlugin() | qpu
22 job = circ.to_job(observable=h)
23 result = stack.submit(job)

To implement QAOA in myQLM, we could either manually
write the whole quantum circuit or use built-in methods to gen-
erate said circuit. We chose the latter for simplicity and leave
the problem of optimizing the quantum circuit for our specific
problem to future work. The built-in QAOA circuit genera-
tion methods take as input the cost Hamiltonian and generate
a ”quantum job” that can then be run on any supported QPU.
The quantum job can also be run using a quantum circuit em-
ulator instead of a real QPU.

An example code excerpt that uses myQLM to implement
QAOA for the Max Independent Set problem is provided in
Listing 1.

5 Experimental results evaluation

5.1 Benchmark methodology
To validate the concept of integrating quantum algorithms into
the classical HPC software stack, we measured the performance
of the new hybrid register allocation algorithm. The metric we
use to evaluate the performance of register allocation is the al-
location cost computed by GCC which is similar to the one de-
fined in Equation 1a. As no real quantum device was available
to us, the quantum jobs were run using the CLinalg simulator
included in myQLM which is based on state-vector simulation.
We chose to use noiseless quantum circuit simulations for this
study to serve as we meant it to be a proof-of-concept for hy-
brid quantum methods in the HPC software stack.

To evaluate the performance of our hybrid algorithm we used
the modified GCC to compile three HPC proxy apps: miniFE,
miniMD –both of which are part of the Mantevo project  [24]–
and LULESH  [25]. We chose these codes as they are rep-
resentative of some of the most common HPC use cases. As
a point of comparison, we also performed the register alloca-
tion step of the compilation of these codes using the classical
Chaitin-Briggs  [6, 9] register allocation algorithm as well as
GCC’s allocation algorithm. GCC was used in all cases to
generate the interference graph and to perform the other steps
of compilation.

We chose to run the simulation with a fixed maximum num-
ber of qubits set to 13 to limit the total simulation time. The
number of variables that could be allocated using our algorithm
with 13 qubits are shown in Table 1. This limited number of
available qubits means that only small interference graphs can
be colored with the hybrid quantum algorithm. Modern CPU
architectures usually contain a few dozen hardware registers
which are more than the number of nodes of the processed
graphs. This would make the coloring task trivial by assigning
a different register to each node. To emphasize the differences
in performance between our algorithm and the classical algo-
rithms, we decided to restrict the set of available CPU registers
by passing the -ffixed-<reg> option to the compiler for each
unwanted register <reg>.
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Table 1: Comparison of the number of variables handled
by our algorithm with 13 available qubits.

Code Total variables Variables han-
dled by QAOA

LULESH 11010 1343 (12.2%)
miniFE 23426 3700 (15.79%)
miniMD 25885 9376 (36.22%)

The global benchmark parameters were as follows:

• Codes: LULESH [25], miniFE , miniMD [24]
• Target CPU architecture: x86_64 (AMD64)
• Used registers: rax, rcx, rdx, xmm0, xmm1, xmm2

• QAOA classical optimizer: COBYLA optimizer [13]
• Classical optimizer max number of iterations: 200
• QAOA initial parameters: Taken from a TQA sched-

ule [26] with ∆t = 0.75

• QAOA measurement shots2: 1000

5.2 Performance of the algorithm on HPC
apps

We measured the allocation cost computed by GCC for our
hybrid algorithm as well as the simple Chaitin-Briggs heuris-
tic [6,9] and GCC’s internal register allocation algorithm. The
results of the comparison in terms of total allocation cost are
given in Figure 3. We see that our hybrid quantum algorithm
outperforms the basic Chaitin-Briggs allocation heuristic for
all HPC codes to a varying degree. The difference is most no-
ticeable on miniFE, this could be caused by many factors such
as the shape and size of the encountered interference graphs.

We see however that GCC’s internal allocation algorithm
always outperforms our simple hybrid algorithm. This can be
explained in multiple ways: first of all, the idea of greedily
extracting the largest independent graph could be largely sub-
optimal compared to optimal coloring. Also, GCC performs
other optimizations during the coloring step of allocation that
could explain another part of the difference in performance.
Finally, there is no clear theoretical proof of a clear advan-
tage provided by QAOA for optimization problems, its poten-
tial inherent weaknesses may take part in the lackluster per-
formance. This opens many paths forward to implement our
method to address these points, these improvements are left as
future work.

6 Conclusion and Future Work
In this work, we proposed an application of Quantum Com-
puting for High-Performance Computing in the form of a hy-
brid quantum register allocation algorithm based on QAOA.
We allocate all variables of a code to registers by extracting
Maximum Independent Sets from the interference graph using
QAOA. We implemented this algorithm using the high-level

2The number of shots is the number of times each quantum mea-
surement is repeated to obtain a probability distribution.
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Figure 3: Allocation cost computed by GCC for each reg-
ister allocation method and each evaluated code. The cost
is taken as the average over 3 simulations.

myQLM quantum computing framework and integrated it di-
rectly inside GCC’s register allocation pass.

We demonstrated improved register allocation performance
over the basic Chaitin-Briggs allocation algorithm on three
sample HPC codes: LULESH, miniFE and miniMD. The ex-
periments were run on a noiseless quantum circuit simulator
with a small number of available qubits. The performance of
the algorithm was however not as good as the internal GCC
register allocator. This can be explained in multiple ways but
it raises the question of the practical interest of the current
version of our algorithm.

We believe there are multiple paths forward regarding use-
ful applications of quantum algorithms for the HPC software
stack. First of all, for the problem of register allocation, we
could employ a column generation method on a Linear Pro-
gramming version of the problem which then uses a quantum
algorithm for the pricing sub-problem. Such a method has
already been demonstrated for the problem of minimum ver-
tex coloring [27] using a neutral atom-based QPU. Other ideas
could revolve around embedding the constraints of the opti-
mization problem into the quantum circuit [28]. We could also
leverage a larger amount of qubits to cover a bigger percent-
age of the compiled code as only a small part of the codes is
covered now (see Table 1). Finally, other interesting hard op-
timization problems in the HPC software stack may be better
suited for hybrid quantum methods. We believe in particular
that many scheduling tasks are present in various tools and
runtime software that could benefit from quantum computing.
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