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Abstract

In this work, we present the first implementation of the coupled-trajectory Tully surface hopping

(CT-TSH) suitable for applications to molecular systems. We combine CT-TSH with the semiempiri-

cal Floating Occupation Molecular Orbitals-Configuration Interaction (FOMO-CI) electronic structure

method to investigate the photoisomerization dynamics of trans-azobenzene. Our study shows that CT-

TSH can capture correctly decoherence effects in this system, yielding consistent electronic and nuclear

dynamics in agreement with (standard) decoherence-corrected TSH. Specifically, CT-TSH is derived from

the exact factorization and the electronic coefficients’ evolution is directly influenced by the coupling of

trajectories, resulting in the improvement of internal consistency if compared to standard TSH.

1 Introduction

The time evolution of a (non-relativistic) molecular system is determined by the time-dependent Schrödinger

equation (TDSE). Unfortunately, solving the TDSE and simulating quantum dynamics in molecules, espe-

cially when electronically excited states are involved, remains a fundamentally difficult problem, due to the

non-local nature of quantum mechanics and the exponential scaling of the computational effort with the

number of degrees of freedom. One popular and effective approximation to circumvent these issues is to
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describe the nuclear motion with classical mechanics instead of quantum mechanics [1, 2, 3, 4, 5, 6, 7, 8].

However, as a consequence of such a classical approximation, some purely quantum effects are lost or improp-

erly described. Quantum decoherence is the main example, as well as quantum interference [9, 10, 11, 12, 7].

In this respect, the quantum-classical numerical approaches derived from the exact factorization seem to

show an improvement in the description of quantum decoherence, compared to, for example, the Tully sur-

face hopping (TSH) method (one of most widely used quantum-classical methods in the community) [13].

Exact-factorization-based approaches allow to recover some quantum effects thanks to the coupling among

the trajectories [14, 15, 16]. In particular, the recently developed coupled-trajectory Tully surface hopping

(CT-TSH) method combines the basic idea of a surface-hopping procedure, i.e., classical adiabatic nuclear

evolution using stochastic hops, with the “decoherence-corrected” electronic quantum dynamics, where the

additional term accounting for decoherence effects is rigorously derived from the exact factorization [17].

TSH has a systematic problem due to the disconnect between how electrons and nuclei evolve, an issue

commonly referred to as “overcoherence”: throughout time, the nuclei evolve on a single Born-Oppenheimer

(BO) potential energy surface (PES) but can, at any time, hop to another PES according to a stochastic

algorithm, while the electronic evolution remains in a coherent superposition of BO states. To demonstrate

the problem of overcoherence, let’s examine the scheme shown in Fig. 1. In this scheme, a trajectory moves

from left to right in one dimension and passes through two consecutive avoided crossings of BO PESs. The

trajectory starts on the excited state S1, with 100% of the electronic populations corresponding to that

state (t = 0). As the trajectory passes through the first avoided crossing (t = t′), 70% of its population

is transferred to the lower state S0 and a surface hop occurs. From that point on, the trajectory follows

the S0 PES, and hence the trajectory is able to move further to the right. Without the hop, the trajectory

would have been reflected by a classically forbidden barrier in the upper state. The central problem is

that the 30% of the population remaining in S1 also follows the gradient of the lower state and moves to

the right, although this should be classically forbidden. When the trajectory reaches the second crossing

point (t = t′′), unphysical interference occurs between the 30% of population on the upper state and the

70% on the lower state. Such interference might strongly affect the transferred population depending on

the relative complex phase between the two states. As the upper amplitudes should not have reached this

crossing at all, no interference should occur. To overcome this inconsistency, several decoherence corrections

have been proposed, which, like the TSH procedure itself, are somewhat ad hoc, even if physically motivated

[18, 19, 20, 21, 22, 23, 24]. Usually, those corrections have the effect of reducing the difference between the

quantum electronic populations, the |C|2 of Fig. 1, and the classical populations, obtained by running many

trajectories and determining the fraction associated to each state. In the following, these two populations

will be indicated as P (t) and F (t), respectively. Instead, in the CT-TSH algorithm, the electronic evolution

is directly affected by the coupling of trajectories, which naturally arises in the classical limit of the nuclear

dynamics in the exact factorization. As a result, decoherence naturally is included, thereby improving

internal consistency without requiring additional ad hoc corrections. The coupling among the trajectories
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Figure 1: Illustration of overcoherence in a system with a double crossing between the S0 (red) and S1 (blue)

BO PESs. The trajectory starts on the upper state, undergoes a surface hop to the lower state, but the

remaining amplitude on the upper state also moves to the right, violating classical rules. At the second

crossing, interference occurs between the upper and lower populations.

requires, however, a larger computational effort if compared to independent-trajectory TSH, which is a

trivially parallelizable algorithm.

Until now, applications of CT-TSH have been limited to model systems of one or two dimensions including

only two electronic states [17]. In this study, we aim to demonstrate its efficiency and reliability for the

first time on a molecular system. We investigate, in full dimensionality, the photoisomerization of the

trans-azobenzene (TAB) molecule combining the semiempirical FOMO-CI electronic structure [25] method

with the CT-TSH algorithm. We choose to use the semiempirical Floating Occupation Molecular Orbitals-

Configuration Interaction (FOMO-CI) method because it offers high computational efficiency and reasonable

accuracy (when properly parametrized), making it ideal for easily computing multiple trajectories for medium

to large molecular systems over time scales of up to few picoseconds [26, 27, 28, 29].

This paper is organized as follows. First, in Sec. 2.1, we provide a brief overview of the exact factorization

method. Next, in Sec. 2.2, we describe the CT-TSH algorithm. We then present the implementation details

of CT-TSH for multidimensional systems in Sec. 3, followed by the computational details in Sec. 4. In

Sec. 5, we present the results of our study of the photoisomerization dynamics of TAB upon nπ∗ and ππ∗

excitation. We conclude our paper with a summary of our findings in Sec. 6.
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2 Theory and methods

2.1 Exact factorization

The interaction between electrons and nuclei in a molecule can be described using the non-relativistic molec-

ular Hamiltonian

Ĥ =

Nn∑
ν=1

−ℏ2

2Mν
∇2

ν + ĤBO(r,R) (1)

where the first term on the right-hand side (RHS) is the nuclear kinetic energy operator expressed in Cartesian

coordinates and ĤBO(r,R) is the electronic (or BO) Hamiltonian which contains the electronic kinetic energy

and all the interactions. Here, we assigned an index ν to label the Nn nuclei, while indicating their individual

masses as Mν . The symbols R and r indicate the sets of 3Nn and 3Ne nuclear and electronic coordinates,

respectively. The time evolution of the electron–nuclear system is dictated by the TDSE

iℏ
∂

∂t
Ψ(r,R, t) = ĤΨ(r,R, t) (2)

whose solution yields the time-dependent molecular wavefunction Ψ(r,R, t).

In the exact factorization framework [14, 30, 31], the molecular wavefunction is factored as a single

product of a nuclear wavefunction and an electronic conditional factor,

Ψ(r,R, t) = χ(R, t)ϕ(r, t;R), (3)

where the nuclear wavefunction χ(R, t) evolves according to the nuclear TDSE

iℏ
∂χ(R, t)

∂t
=

[
Nn∑
ν=1

[−iℏ∇ν +Aν(R, t)]
2

2Mν
+ ϵ(R, t)

]
χ(R, t), (4)

and the electronic conditional factor ϕ(r, t;R), with a parametric dependence on R, evolves according to

the electronic equation

iℏ
∂ϕ(r, t;R)

∂t
=
[
ĤBO(r;R) + Ûen[ϕ, χ]− ϵ(R, t)

]
ϕ(r, t;R). (5)

The coupled nuclear and electronic equations of motion (eqs. 4 and 5) describe the dynamical interaction be-

tween electrons and nuclei beyond the adiabatic regime. This interaction is mediated by the time-dependent

vector potential (TDVP) Aν(R, t), the time-dependent potential energy surface (TDPES) ϵ(R, t), and the

electron-nuclear coupling operator Ûen[ϕ, χ]. These quantities are defined as:

Aν(R, t) = ⟨ϕ(t;R) |−iℏ∇ν |ϕ(t;R)⟩r (6)

ϵ(R, t) =

〈
ϕ(t;R)

∣∣∣∣ĤBO + Ûen[ϕ, χ]− iℏ
∂

∂t

∣∣∣∣ϕ(t;R)

〉
r

(7)

and

Ûen[ϕ, χ] =

Nn∑
ν=1

1

Mν

[
[−iℏ∇ν −Aν(R, t)]

2

2
+

(
−iℏ∇νχ(R, t)

χ(R, t)
+Aν(R, t)

)
(−iℏ∇ν −Aν(R, t))

]
(8)
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where the symbol ⟨.⟩r stands for integration over electronic positions.

The ambiguity of the product form of the molecular wavefunction in Eq. 3 is partially eliminated by

imposing a partial normalization condition 1 = ⟨ϕ(t;R)|ϕ(t;R)⟩r ∀R, t, which allow us to identify the nuclear

marginal probability density as |χ(R, t)|2 = ⟨Ψ(R, t)|Ψ(R, t)⟩r (note that Ψ depends on r, but we use the

notation such that the variable that is integrated out does not appear in the bra-ket). As a result, the nuclear

and electronic wavefunctions are uniquely defined up to a phase factor e(i/ℏ)θ(R,t), with θ(R, t) being a real

function.

2.2 Coupled-trajectory approaches

Some of the trajectory-based approaches derived from the exact factorization framework allow propagating

coupled electron-nuclear dynamics in the presence of nonadiabatic effects [15, 32, 33, 34, 35, 36] by approx-

imating the nuclear dynamics described by Eq. 4 using an ensemble of coupled trajectories. When the

positions and momenta of these trajectories evolve according to Hamilton equations of motion driven by

the TDVP and TDPES, the coupled-trajectory mixed quantum–classical (CT-MQC) algorithm is obtained

[15, 32, 33]. CT-MQC requires the calculation of the non-adiabatic coupling (NAC) vectors at all times to

evaluate the nuclear forces. This is clearly a computationally expensive procedure for medium to large-size

molecules. Furthermore, CT-MQC does not guarantee energy conservation either along a single trajectory or

over the ensemble [37]. To circumvent these issues, CT-TSH has been introduced: nuclear forces are purely

adiabatic, i.e., are obtained as the gradient of a BO PES, and energy conservation is imposed after each

hop as in standard TSH along each trajectory. It should be noted that Min and coworkers have proposed

alternative trajectory-based procedures derived from the exact factorization but based on independent or

auxiliary trajectories [38, 24, 39, 40].

In both CT-MQC and CT-TSH, the electronic wavefunction is expanded in the adiabatic basis, which

consists of eigenstates of the electronic Hamiltonian ĤBO(r,R). The time evolution equations for the

expansion coefficients are derived from Eq. 5 and are solved in conjunction with the nuclear Hamilton

equations.

From now on, the term “trajectory” will denote a set of 3Nn nuclear coordinates that evolve in time,

and all quantities in the quantum formulation that depend on R will depend on the trajectory Rα(t), with

α indexing the trajectories. When the electronic wavefunction ϕ(r, t;Rα(t)) is expressed as a linear combi-

nation of adiabatic states, φ(m)(r, t;Rα(t)), their parametric dependence on the nuclear position/trajectory

induces an implicit time dependence. The expansion coefficients in

ϕ(r, t;Rα(t)) =
∑
m

Cm(Rα(t), t)φ(m)(r, t;Rα(t)) (9)

depend on the nuclear trajectory as well. In the following, the dependence on Rα(t) will be indicated only

via the index α for simplicity.
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In CT-TSH, the trajectories are propagated adiabatically with the force

F α
ν (t) = −∇νE

α
∗ (10)

where Eα
∗ is the value of the adiabatic energy at the position Rα(t) on the active electronic state ∗, which

is selected stochastically at each time step according to the fewest-switches probability [13].

The electronic equation 5 yields the evolution equations for the expansion coefficients Cα
m(t),

Ċα
m(t) = Ċα

m,tsh(t) + Ċα
m,ct(t) (11)

where the first term is the same as in the standard TSH method, i.e.,

Ċα
m,tsh(t) = − i

ℏ
Eα

mC
α
m(t)−

∑
l

Nn∑
ν=1

vαν (t) · d
α
ν,mlC

α
l (t) (12)

with vαν (t) being the nuclear velocity and dαν,ml =
〈
φ(m)(Rα(t))|∇νφ

(l)(Rα(t))
〉
the NAC vectors. The

second term in Eq. 11

Ċα
m,ct(t) =

Nn∑
ν=1

Pα
ν (t)

ℏMν
·
(
fα
ν,m −Aα

ν (t)
)
Cm(t) (13)

depends on the quantum momentum Pα
ν (t) =

−ℏ∇ν |χ(Rα(t),t)|2
2|χ(Rα(t),t)|2 , on the accumulated adiabatic force fα

ν,m =∫ t

0
(−∇νE

α
m)dτ and on the TDVP. In CT-TSH, the TDVP is approximated as

Aα
ν (t) = ℏ

∑
m,l

ℑ[C∗α
m (t)Cα

l (t)]d
α
ν,ml +

∑
m

|Cα
m(t)|2fα

ν,m ≃
∑
m

|Cα
m(t)|2fα

ν,m. (14)

The contribution containing the NAC vectors can be neglected since dαν,ml is usually localized in space, and

thus, it is expected to be negligible in comparison to fα
ν,m, which is accumulated in time. This approximation

might not be accurate if the trajectories spend a long time in a strong coupling region as the first term on the

RHS of Eq. 14 becomes as important, or even larger, than the second term. Relaxing such an approximation

in Eq. 14 requires to derive a new implementation for the calculation of the ct term in Eq. 13, which is

beyond the scope of this work (but currently under investigation).

Note that the expression of the quantum momentum depends on the changes in the nuclear density

across space. In CT-TSH, a semiclassical representation of the nuclear wavefunction is utilized, whereby the

nuclear density is reconstructed as a sum of Gaussians centered at the positions of the NT trajectories. At

the position Rα(t) of the trajectory α, the value of the nuclear density is approximated as

|χ(Rα(t), t)|2 =
1

NT

NT∑
β=1

Gαβ (15)

where Gαβ is a shorthand for

G(Rα(t)−Rβ(t)) =

NC∏
i=1

√
1

πσ2
i

exp

[
−(Rα

i (t)−Rβ
i (t))

2

σ2
i

]
. (16)

The symbol NC stands for the number of degrees of freedom. Further details regarding the choice of the

Gaussian widths σi can be found in Sec. 3.
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Eq. 15 demonstrates that in order to calculate the nuclear density, it is necessary to have information

about the positions of all trajectories at a given time t. Consequently, the trajectories cannot be evolved

independently: from the practical point of view, this is the main drawback of CT-TSH if compared to

standard TSH.

The CT-TSH method can be an effective alternative to CT-MQC as it employs the TSH scheme to govern

nuclear dynamics while still retaining complete coupling among trajectories in the electronic dynamics.

In this way, each trajectory is propagated using a purely adiabatic force, while the electronic coefficients

are evolved according to CT-MQC. Therefore, CT-TSH trajectories remain coupled through the quantum

momentum. The aim of this work is to show that the introduction of the coupled trajectory term of Eq. 13

(i.e., the quantum momentum) allows to correct the overcoherence error of standard TSH [41].

3 Implementation of CT-TSH for molecular systems

In this study, we employ the CT-TSH approach for the first time in a molecular application in full dimension-

ality, to investigate its performance in addressing the challenging issue of overcoherence. Electronic energies,

couplings and forces required to propagate the electronic wavefunction and the nuclear trajectories are cal-

culated using a semiempirical configuration interaction (CI) approach based on molecular orbitals (MO)

obtained by a self-consistent field (SCF) with floating occupation numbers (FOMO-CI) electronic structure

method [25]. Semiempirical methods are known to be significantly faster than ab initio ones, which makes

them suitable for direct dynamics. With a proper parameterization, these models can reproduce essential fea-

tures of the excited PESs. Additionally, these models have been validated for several classes of ccompounds

and environments [42, 43, 29].

We adopt the local diabatization (LD) algorithm for the electronic wavefunction propagation, which

is numerically stable in strong coupling regions and exempt from the so-called “trivial crossing” problem

[25, 2, 44, 45, 46, 47]. Therefore, Eq. 12 is reformulated in the LD formalism as shown in Appendix A. The

fourth order Runge-Kutta (RK4) integrator was employed for the propagation of the electronic coefficients,

since the presence of the term Ċα
m,ct in Eq. 11 prevents us to use the propagator employed in the LD scheme

(see Appendix A).

In a nutshell, the CT-TSH algorithm is a variation of the TSH method that includes an extra term,

Ċα
m,ct, in the electronic coefficients’ propagations. This term depends on the accumulated adiabatic forces

and quantum momentum. The latter is computed from the nuclear density, which is a fundamental quantum

mechanical quantity that cannot be exactly calculated in CT-TSH. However, it can be reconstructed using

a sum of Gaussians centered at the positions of the nuclear trajectories. The accuracy of the approximation

of the nuclear density is crucial for a proper description of the quantum momentum and, consequently, for

the propagation of electronic coefficients. It is worth noting that reconstructing the nuclear density for a

polyatomic molecule is much more challenging than for a few-dimensional system (as the ones previously
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studied with CT-TSH). Hence, different flavours of CT-TSH are tested here to determine the most effective

way to reconstruct this quantity and obtain reliable results.

Due to the CT nature of the algorithm, we parallelized our implementation using the Message Passing

Interface (MPI) [48]. Despite the additional computation required for the quantum momentum, the runtime

of our parallelized implementation is similar to that of a standard TSH approach, as all other calculations

are performed in parallel (see discussion at the end of Sec. 5).

In our study, we propose four variants of the implementation of the CT-TSH algorithm, each differing

mainly in the method used to evaluate the quantum momentum, and in particular in the approach to

determine the appropriate width of the Gaussian functions, as well as in the criteria used to select which

atoms are considered in reconstructing the nuclear density.

During the dynamics, the status of each trajectory can change in time as follows:

1. Active and coupled: the trajectory is regularly running and is significantly coupled to other trajec-

tories. If Gαβ is the amplitude of the Gaussian representative of trajectory β, computed at the position

of trajectory α, the trajectory α is active and coupled if∑
β(̸=α)G

αβ∑
β G

αβ
= 1− Gαα∑

β G
αβ

> λ (17)

where λ is a user-defined threshold, which in this case was set to λ = 10−2. These trajectories obey

the CT-TSH equations.

2. Active and lonely: the trajectory is regularly running but does not satisfy the inequality (17). In

this case, the CT-TSH time evolution trivially reduces to what one would obtain by integrating the

TDSE for the single trajectory (as in a standard TSH approach), with the associated overcoherence

problem. We apply the overlap-based decoherence correction (ODC) to a trajectory [21], from the time

it switches to the lonely condition onwards.

3. Inactive: the trajectory is stopped because of technical problems. Inactive trajectories cease to

contribute to the CT-TSH dynamics. To elaborate the simulation results, their state probabilities and

current states are kept constant from the time each of them turned inactive.

We test two different methods for computing the Gaussian width used in reconstructing the nuclear

density. For each Cartesian coordinate Rα
i,ν , with i = x, y, z, a guess for the Gaussian width is determined

as the standard deviation over the ensemble of NT trajectories scaled according to the number of Cartesian

coordinates NC :

σi,ν =

∑NT

α=1(R
α
i,ν)

2

NT
−

(∑NT

α=1R
α
i,ν

NT

)2
1/2

× (NC)
1/2. (18)

The factor (NC)
1/2 is introduced in order to reduce the dependence of the Gαβ/Gαα ratios on the number

of coordinates, so making the method approximately size-consistent. In the first method, the value of σi,ν is
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computed only at the beginning and kept constant throughout the dynamics, meaning that the Gaussians

are frozen. In the second method, the value of σi,ν is updated at time t if the RHS of Eq. 18 for the

distribution of trajectories at time t exceeds the current value of σi,ν by a factor of (at least) 1.5 (a user-

defined parameter). It is important to note that σi,ν is never reduced. While using frozen Gaussians makes

it easier to understand the impact of the variances on the quantum momentum and on the nonadiabatic

dynamics, we also investigated the possibility of allowing σi,ν to change. This second choice was motivated

by the observation that, with frozen Gaussians, many trajectories became lonely.

An alternative approach is to exclude from the calculation of the quantum momentum the atoms which

are not directly involved in the process considered (“spectator” atoms). Therefore, we introduce a list of

“active” atoms which will contribute in the quantum momentum calculation. Specifically, the active atoms

in our simulations are four: the nitrogen atoms and the two carbon atoms directly bound to them.

Our implementation of the CT-TSH method can be summarized as follows:

1. CT-TSH-FGAC (Coupled-Trajectory Surface Hopping with Frozen Gaussians and All Coordinates): In

this approach, we utilize frozen Gaussians and all coordinates contribute to the quantum momentum.

2. CT-TSH-TGAC (Coupled-Trajectory Surface Hopping with Thawed Gaussians and All Coordinates):

In this approach, we employ Gaussians whose variance changes over time, and all coordinates contribute

to the quantum momentum.

3. CT-TSH-FGLA (Coupled-Trajectory Surface Hopping with Frozen Gaussians and List of Active Atoms):

In this approach, we utilize frozen Gaussians and only active atoms contribute to the quantum mo-

mentum.

4. CT-TSH-TGLA (Coupled-Trajectory Surface Hopping with Thawed Gaussians and List of Active

Atoms): In this approach, we utilize thawed Gaussians, and only active atoms contribute to the

quantum momentum.

4 Computational details

We test our implementation of CT-TSH in the developer version of MOPAC2002 software [49] by investigating

the photoisomerization dynamics of TAB. Both nπ∗ (which corresponds to the S1 state in the Franck-

Condon region) and ππ∗ (which correspond to the S2 state in the Franck-Condon region) excitations were

considered. For comparison purposes, we use three different dynamics methods: TSH, TSH with overlap-

based decoherence correction (TSH-ODC) and CT-TSH. The simulations starting in S1 are performed with

150 trajectories, and those starting in S2 with 100 trajectories. The dynamics with the different approaches

are performed using identical initial conditions. The energies, forces and electronic wavefunctions have been

computed using the FOMO-CI method with a semiempirical AM1 Hamiltonian, replacing the standard set

of AM1 parameters with a set previously reoptimized for azobenzene by some of us [50]. In particular,
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a truncated CI within an active space of 13 MOs and 14 electrons is considered, for a total of 94 Slater

determinants. All the calculations are performed with the LD algorithm, with an integration time step of 0.1

fs (both for the nuclear and for the electronic degrees of freedom). In the cases where the ODC correction

[21] is included, the value of the Gaussian width was 1 a.u. and minimum overlap threshold Smin was 0.005.

The trajectories were propagated for 1000 fs.

The initial conditions, i.e., geometries and velocities, are determined using the quantum harmonic Wigner

sampling technique. To reduce the initial kinetic energy, the C-H stretchings of the phenyl groups were kept

frozen during the sampling. Two distinct excitation energy windows are considered: one associated with

nπ∗ excitation and the other with ππ∗ excitation. For more details, please refer to Table 1. The sampling

was performed taking into account the radiative (dipole) transition probability, according to the method

outlined in ref. [2].

For the trajectories starting in the S1 state, the S1 classical population is fitted by a delayed exponential

function Fnπ∗

Fnπ∗(t) =

 1 for t < t0

e−(t−t0)/τ̃1 for t > t0
(19)

where t0 is a delay time. The overall lifetime of the S1 state is defined as τ1 = τ̃1 + t0. The lifetimes of

the nπ∗ (S1) and ππ
∗ (S2) states for trajectories starting in the ππ∗ state are determined using a two-step

irreversible kinetic model. To this aim, we fit the nπ∗ population (Fnπ∗) and ππ∗ population (Fππ∗) as

Fππ∗(t) = e−t/τ2 (20)

Fnπ∗(t) =
τ1

τ1 − τ2
(e−t/τ1 − e−t/τ2) (21)

where τ2 is the ππ∗ state lifetime and τ1 is the nπ∗ state lifetime.

Table 1 summarizes the simulation methods used and provides some information about the results that

will be presented in Sec. 5.

The partial photoisomerization quantum yields (Φ) shown in Table 1 were calculated by considering only

the trajectories present in the ground state at the end of the simulations (t = 1000 fs). Trajectories are

labeled as cis if their corresponding CNNC dihedral are less than 45◦. To quantify Φ, we define it as the

ratio of cis trajectories to the total number of trajectories in the ground state:

Φ =
Number of cis trajectories in the ground state at t = 1000 fs

Total number of trajectories in the ground state at t = 1000 fs
. (22)
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Table 1: Nonadiabatic dynamics simulations for TAB: used simulation method, excitation energy windows

(eV), fraction of active and lonely trajectories (Fl) at the end of the simulated dynamics, fraction of inactive

trajectories (Fin) at the end of the simulated dynamics, fraction of trajectories found in the ground state

(Fgs) at the end of the simulated dynamics, partial photoisomerization quantum yields (Φ), lifetimes τ1, τ2

and the delay time t0 in fs.

method excitation window Fl Fin Fgs Φa τ1 τ2 t0

CT-TSH-FGAC
nπ∗ [2.30 eV, 3.30 eV] 0.77 0.01 0.88 0.22± 0.04 662 - 272

ππ∗[3.80 eV, 4.60 eV] 0.78 0.11 0.81 0.11± 0.04 463 99 -

CT-TSH-FGLA
nπ∗ [2.30 eV, 3.30 eV] 0.45 0.01 0.85 0.19± 0.03 675 - 270

ππ∗[3.80 eV, 4.60 eV] 0.72 0.10 0.74 0.19± 0.05 291 384 -

CT-TSH-TGAC
nπ∗ [2.30 eV, 3.30 eV] 0.01 0.03 0.80 0.23± 0.04 686 - 252

ππ∗ [3.80 eV, 4.60 eV] 0.00 0.12 0.71 0.13± 0.04 443 131 -

CT-TSH-TGLA
nπ∗ [2.30 eV, 3.30 eV] 0.01 0.01 0.81 0.20± 0.04 716 - 223

ππ∗ [3.80 eV, 4.60 eV] 0.00 0.23 0.39 0.38± 0.08 398 738 -

TSH
nπ∗ [2.30 eV, 3.30 eV] - 0.01 0.73 0.18± 0.04 759 - 250

ππ∗[3.80 eV, 4.60 eV] - 0.20 0.46 0.17± 0.05 476 435 -

TSH-ODC
nπ∗ [2.30 eV, 3.30 eV] - 0.01 0.95 0.22± 0.03 591 - 308

ππ∗[3.80 eV, 4.60 eV] - 0.14 0.71 0.13± 0.04 581 165 -
a Partial quantum yield of the trans → cis photoisomerization. The binomial standard deviation, obtained

as
√
Φ(1− Φ)/NT , is also shown.

5 Results

It is well-known that the minimum energy path on the S1 PES of azobenzene connects the trans (and the

cis) geometry to the S1/S0 conical intersection, located at around 95◦ of torsion of the CNNC dihedral. As a

consequence, the nonadiabatic transitions to S0 in isolated TAB occur mostly in this region or slightly before

(CNNC between 90 and 120◦). During the decay to the ground state, TAB can isomerize to cis-azobenzene

(CAB). In this respect, the most important coordinates are the CNNC dihedral and the NNC angles, which

is the reason for our choice of the “active” atoms in FGLA and TGLA simulations.

Photoisomerization quantum yields for TAB in low viscosity solvents have been measured by various

groups [51, 52, 53, 54, 55, 56, 57, 58], yielding values in the range of 0.20-0.32 for the nπ∗ excitation

and 0.09-0.16 for the ππ∗ excitation. We present in Table 1, the trans→cis partial photoisomerization

quantum yields, Φ, for all the methods considered in this work. It is worth noting that trajectories with

faster decay tend to predominantly remain in the trans side after relaxing to the ground state, while slower

trajectories have a higher probability of undergoing photoisomerization. Consequently, we expect a higher

photoisomerization quantum yield when all the trajectories reach the ground state. This is why we refer to
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the quantum yields presented in Table 1 as “partial”. The calculated Φ values for the trajectories starting

in the nπ∗ state exhibit overall agreement with each other and with the experimental values. We remind

that, besides the simulation method, other factors affect the results and particularly the quantum yields:

possible inaccuracies of the PESs [50], the interactions with the solvent [42, 26], and the sampling of initial

conditions [43]. This last factor, together with the presence of undecayed trajectories after 1 ps, seems to

have a major effect, since previous TSH simulations for the isolated molecule, with decoherence corrections

and Boltzmann sampling of the initial conditions, yielded rather different results: by nπ∗ excitation the

quantum yield was 0.33 [42] and by ππ∗ excitation it was 0.20 [26].

The lower photoisomerization quantum yield after ππ∗ excitation has been previously discussed [59, 60,

61]. It is related to an exception to Kasha’s rule, resulting from a competition between “reactive” and

“unreactive” internal conversion (IC), i.e., between IC with photoisomerization or without photoisomeriza-

tion, respectively. Both processes require a certain degree of progress along the CNNC torsional coordinate.

However, the unreactive S1 → S0 IC process can occur earlier (i.e., farther from the 90◦ midpoint of the

torsional pathway) if more vibrational energy is available, as is typically the case with ππ∗ excitation. In

this context, TSH-ODC, CT-TSH-FGAC, and CT-TSH-TGAC successfully captured this feature, whereas

TSH, CT-TSH-FGLA, and CT-TSH-TGLA were unable to do so. The last three approaches showed higher

or equivalent photoisomerization quantum yields for ππ∗ and nπ∗ excitation.

Fig. 2 and 3 show the state populations as function of time of the trajectories starting in the nπ∗ state,

obtained with the four flavors of CT-TSH (Fig. 2), with TSH (Fig. 3 left) and TSH-ODC (Fig. 3 right).

We remind that the classical populations Fm(t) (thick lines) are calculated as Fm(t) = Nm(t)/NT , where

Nm(t) is the number of trajectories for which the active state at time t is m, while the electronic populations

Pm(t) are the averages over all trajectories of the state probabilities |Cα
m(t)|2. In general Fm(t) ̸= Pm(t),

and the difference is particularly relevant if decoherence effects are important and not accounted for, like in

TSH, as shown on the left panel of Fig. 3. We note a remarkably good agreement across implementations of

CT-TSH with respect to the electronic populations. However, the thawed Gaussian implementations seems

to lose accuracy at long times if one considers the internal consistency. The partial failure of the thawed

Gaussian option is due to the excessive increase of the σi,ν widths in time. This is shown in Fig. 4, where

we plot the mass-weighted average Σ =
∑NC

i=1

∑Nn
ν=1 M

1/4
i,ν σi,ν

NC
. Increasing the σi,ν widths to account for the

broadening of the trajectories distribution as the dynamics proceeds makes the Gaussians very flat: as a

consequence the quantum momentum becomes smaller, because the gradient of the nuclear density almost

vanishes. In such conditions, the CT-TSH method tends to TSH. The complementary drawback of the frozen

Gaussian option, i.e., the large fraction of lonely trajectories, is effectively fixed by the application of ODC

to such trajectories. Note that, before the fraction of lonely trajectories starts to be relevant, i.e., up to

500-600 fs (see Fig. 9), the CT-TSH-FGAC and CT-TSH-FGLA algorithms are able to maintain a good

agreement between Pm(t) and Fm(t). The same is true for the ππ∗ excitation, up to 200-300 fs (see Fig. 10).

These considerations confirm the crucial role of the quantum momentum contribution in preserving internal
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Figure 2: Time evolution of the state populations after nπ∗ excitation for the CT-TSH trajectories. The

thick lines represent the classical population, which is the fraction of trajectories running on states S0 (red)

and S1 (blue), while the thin lines represent the quantum population, which is the average probability of the

S0 and S1 states. The panels report the results of the four implementations of CT-TSH discussed in Sec. 3,

as indicated by the acronyms (CT-TSH-FGAC, CT-TSH-FGLA, CT-TSH-TGAC and CT-TSH-TGLA).

consistency throughout the dynamics. Decoherence corrections, such as the ODC algorithm, are designed to

restore the internal consistency of the TSH procedure in an ad hoc manner, resulting in Fm(t) ≃ Pm(t), as

seen on the right panel of Fig. 3. As shown in Table 1, for the trajectories starting in the S1 (nπ∗) state, the

excited state population decay obtained with TSH is the slowest; the decoherence correction (ODC) changes

TSH results, perhaps too much, accelerating the decay significantly; finally, the CT-TSH decay is faster than

in TSH, but not as fast as TSH-ODC decay. We can conclude that the decoherence correction applied on

TSH, and the coupling among the trajectories, correct TSH in the same direction, accelerating the decay

rate.

The faster decay of TSH-ODC was investigated by analyzing the number of hops and “back” hops between

the ground state and the first excited state. TSH-ODC exhibited significantly fewer hops (i.e., from S1 to
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Figure 3: Time evolution of the state populations after nπ∗ excitation for the TSH (left) and TSH-ODC

(right) trajectories. The thick lines represent the classical populations, while the thin lines represent the

quantum populations. The color code is the same as in Fig. 2.

Figure 4: The mass-weighted average width of the Gaussians over time for thawed Gaussians approaches for

the trajectories starting in the nπ∗ state. Right panel: CT-TSH-TGAC. Left panel: CT-TSH-TGLA.

S0) and “back” hops (i.e., from S0 to S1) when compared to other methodologies. Notably, even when the

energy difference between the ground state and the first excited state was considerably large (≥ 2.0 eV),

a substantial number of hops and “back” hops still occurred in the other methodologies, while they were

practically absent in TSH-ODC. Fig. 5 shows the state probabilities of the S1 state after nπ∗ excitation,

encompassing all methodologies investigated within this study: the state probabilities in TSH-ODC undergo

a sudden rescaling following a hop event, rapidly making the state probalility for the new active state very

close to one. In this way, the fewest switches hopping probability away from the active state is reduced after

a hop in TSH-ODC with respect to CT-TSH.

Fig. 6 and 7 show the states populations as functions of time for the trajectories starting in the ππ∗

state, obtained with CT-TSH, TSH and TSH-ODC. It is worth emphasizing that the addition of an extra
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Figure 5: State probabilities of the S1 state for 10 single trajectories after nπ∗ excitation.

state can significantly increase the complexity of the system. However, our results demonstrate a remarkable

agreement between the quantum and classical populations in CT-TSH, by contrast to the TSH approach.

By analyzing Fig. 6 and 7 it is possible to see that the CT-TSH approaches, where all the atoms

were considered in the computation of the quantum momentum (CT-TSH-FGAC and CT-TSH-TGCA),

presented better agreement with TSH-ODC concerning the populations decay and Φ. The much slower

decay of the S2 state observed in CT-TSH when only the CNNC atoms were taken into account in the

computation of the quantum momentum (CT-TSH-FGLA and CT-TSH-TGLA) can be attributed to the

even higher occurrence of hops and “back” hops between the S1 and S2 states when compared to the other

methodologies. For intance, in the case of CT-TSH-TGLA, the occurrence of hops and “back” hops between

those states increases by 51% and 61%, respectively, when compared to CT-TSH-FGAC, and by 46% and

36% when compared to CT-TSH-TGAC. It is expected that large values of the Gaussian widths lead to

an underestimation of the quantum momentum. By contrast, widths that are too small have the effect to

produce a very “bumpy” density: this could potentially lead to a large quantum momentum that changes

its direction for small nuclear displacements. Consequently, the ct contribution to the time derivative of

the electronic coefficients undergoes frequent phase changes, inducing fluctuations in the state probabilities.

Then, “back” hops will be more frequent with smaller values of the Gaussian widths, ultimately extending

the lifetimes. Notably, when only active atoms are considered in the calculation of the quantum momentum,

the values of the widths are 3-4 times smaller than corresponding values when all coordinates are used, both

in the frozen-Gaussian and in thawed-Gaussian options (see Fig. 4). In particular, upon analysis of Fig. 8,
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it becomes evident that the CT-TSH-TGLA approach displays significantly more frequent fluctuations in

the state probabilities compared to the other methodologies, which contributes to an increased occurrence

of “back” hops, and, as a result, a longer lifetime of the S2 state is observed.

Figure 6: Time evolution of the state populations after ππ∗ excitation for the CT-TSH trajectories. The

thick lines represent the classical populations, while the thin lines represent the quantum populations. The

population of S0 is given in red, of S1 in blue and of S2 in orange.

As shown in Fig. 9 and 10, a significant number of trajectories became lonely when frozen Gaussians are

used to compute the quantum momentum. In particular, when considering all atoms for the computation

of the quantum momentum, approximately 77% and 78% of trajectories became lonely by the end of the

dynamics when the trajectories start on the nπ∗ and ππ∗ states, respectively. However, when we limit

the active atoms to the carbon and nitrogen atoms bridging the phenyl groups we observe a decrease of

the fraction of lonely trajectories to 45% for the trajectories started in the nπ∗ state, and to 72% for the

trajectories started in the ππ∗ state. This suggests that utilizing fewer coordinates could lead to improved

stability of the coupled-trajectory dynamics, because it avoids the involvement of “spectator” atoms in the

calculation of the Gαβ factors. Moreover, Fig. 9 and 10 show that all trajectories remain mostly coupled
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Figure 7: Time evolution of the state populations after ππ∗ excitation for the TSH (left) and TSH-ODC

(right) trajectories. The thick lines represent the classical populations, while the thin lines represent the

quantum populations. The color code is the same as in Fig. 6.

until 400 fs, and only after 500 fs, the number of lonely trajectories begins to increase significantly.

Finally, we investigate the computational time required for propagating CT-TSH trajectories versus TSH

trajectories. Table 2 provides information on the total time required for propagating 10 up to 30 trajectories

in parallel using CT-TSH and TSH algorithms. In TSH, the total time was calculated as the sum of the

time used in each trajectory. For CT-TSH and TSH-S, the trajectories run synchronized in parallel using

the same MPI strategy. Consequently, the total time is just the time of one trajectory multiplied by the

number of trajectories. The computations were carried out on a machine equipped with an Intel Xeon CPU

E5-2450 0 with 32 CPUs, 2 sockets, 8 cores per package, and 2 threads per core.

Table 2: Total time required (in seconds) to propagate 10-30 trajectories with CT-TSH and TSH during 50

fs (500 time steps). The trajectories were started on the S1 (nπ∗) state.

NT CT-TSH TSH TSH-Sa

10 3870.4 1705.4 2224.6

20 13640.2 4239.2 7842.8

30 19815.9 8899.7 11452.5
a TSH-S refers for the TSH with synchronized trajectories.

In general, the computational time required in the CT-TSH algorithm is approximately two to three times

higher than that of the traditional TSH algorithm. There are several factors that contribute to this increased

computational time. One crucial factor to consider is the synchronization of trajectories. In the case of CT-

TSH, the propagation of electronic coefficients requires the reconstruction of the nuclear density at each time

step. Consequently, the trajectories need to be propagated in a synchronized manner. It is important to

stress that the timing of a single time step in the different trajectories can be variable, because of iterative
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Figure 8: State probabilities of the S2 state for 10 single trajectories after ππ∗ excitation.

Figure 9: Status of the trajectories as a function of time for CT-TSH starting with the nπ∗ excitation. Right

panel: CT-TSH-FGAC. Left panel: CT-TSH-FGLA.

processes (such as SCF) that can require an almost arbitrary number of cycles, which may depend on the

nuclear geometry. As a result, all other trajectories must also accommodate these additional computational

costs, resulting in a cumulative increase in computational time throughout the dynamics. To evaluate the

impact of trajectory synchronization on the overall computational time, we conducted simulations using a

synchronized TSH approach, referred to as TSH-S in Table 2. The results clearly demonstrate the crucial

role of synchronization in the additional time required in CT-TSH when compared with TSH. However,

the most significant time-consuming factor in CT-TSH is the communication among processes necessary
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Figure 10: Status of the trajectories as a function of time for the CT-TSH-FGAC implementation starting

with the ππ∗ excitation.

for the computation of quantum momentum. It is important to note that the electronic structure method

used in this study is extremely efficient, meaning that the time spent on communication and synchronizing

trajectories becomes more significant in comparison. If a more expensive electronic structure method, such

as any ab initio approach, were employed, the higher computational time required to perform CT-TSH

simulations would be significantly less pronounced.

6 Conclusion and future perspectives

We presented the implementation and application of a coupled-trajectory scheme for molecular-dynamics

simulations of excited-state processes derived from the exact factorization. Specifically, we combined the

CT-TSH method with the semiempirical FOMO-CI electronic structure method to investigate the photoiso-

merization dynamics of trans-azobenzene.

To evaluate the efficiency of our approach, we compared the results obtained using the CT-TSH method

with the TSH method, with and without ODC decoherence correction. The comparisons included simulations

of both nπ∗ and ππ∗ excitations. In addition, we tested four implementations of the CT-TSH algorithm,

each of them with a distinct method for evaluating the nuclear density used in the computation of the

quantum momentum. The nuclear density is represented as a sum of Gaussian functions, each Gaussian

being associated with one trajectory. The four variants of the CT-TSH method concern the set of nuclear

coordinates considered as arguments of the nuclear density and two different ways to determine the widths

of the Gaussian functions.

Our findings showed that the CT-TSH method improved the internal consistency compared to the TSH

method and accelerated the excited-state population decay. Notably, using frozen Gaussians (fixed widths)

during the dynamics leads to a significant improvement in the agreement between classical and quantum
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populations. Internal consistency is lost at long times when thawed Gaussians (variable widths) are used to

calculate quantum momentum. In fact, as the trajectories delocalize in space, the widths of the individual

Gaussians used to reconstruct the nuclear density increases. Therefore, the quantum momentum, i.e., the

spatial derivative of the density, becomes smaller, leading to a decrease of the internal consistency. However,

we believe that by significantly increasing the number of coupled trajectories, we can achieve an accurate

representation of the nuclear distribution in configuration space without requiring a substantial increase

in the Gaussians width. In an ideal scenario, the total number of trajectories would be chosen such that

they do not become lonely when using frozen Gaussians, and the Gaussian width can be kept constant

or almost so. This would ensure that both frozen and thawed Gaussians yield identical results. In our

current work, we have utilized approximately 2 trajectories per number of internal coordinates (TAB has 72

internal coordinates, and we employed 100-150 trajectories). Unfortunately, it was not possible to increase

the number of trajectories due to technical limitations.

The difference in computational time between CT-TSH and TSH is attributed to the need for trajectory

synchronization and to the communication among the processes required for the computation of the quantum

momentum. The relative importance of these two factors depends on the efficiency of the electronic structure

method employed.

Overall, our results demonstrate the good performance of the CT-TSH method and its potential for

simulating excited-state processes, making it a promising tool for broader utilization in the future, for

medium-to-large systems. Moreover, these findings suggest that the CT-TSH method has great potential for

integration with other electronic structure methods, such as ab initio approaches.
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A RK4 method for the numerical integration of the electronic

coefficients propagations in CT-TSH using the LD algorithm.

A.1 Local diabatization algorithm

The basic idea of the LD scheme is to resort to a ”locally diabatic” representation, i.e., to a set of electronic

states which are specifically diabatic along the nuclear trajectory under consideration. By definition, the

diabatic basis spans the same subspace of electronic states and is connected with the adiabatic one by a

unitary transformation

|ψ⟩ = |η⟩T (23)

If H is the Hamiltonian in the diabatic basis
(
Hij = ⟨ηi| ĤBO |ηj⟩

)
and E the diagonal matrix of the

electronic energies, we have

HT = TE. (24)

The expansion of the time-dependent wavefunction is

Ψel(t) =
∑
i

Cm(i) |ψm⟩ =
∑
i

Di(t) |ηi⟩ (25)

or

Ψel(t) = |ψ⟩C(t) = |η⟩D(t) (26)

with

D(t) = T (t)C(t) (27)

where D and C are the vectors of the diabatic and adiabatic coefficients, respectively. The diabatic basis, in

the LD scheme, is redefined at each time step. At the beginning of the time step (t = 0), the transformation

matrix is chosen to be the identity matrix, thus η(0) ≡ ψ(0). By choosing the diabatic states to be as

invariant as possible within the time step considered, the dynamic couplings ⟨ηi| ∂
∂t |ηj⟩ can be neglected.

However, the coupling vector vanishes only along the advancement coordinate identified by the velocity

vector v: in this sense the η are ”locally” diabatic for the given trajectory.

If we just consider the TDSE for independent trajectories, as in TSH, we can easily obtain the time-

evolution of a set of diabatic coefficients we shall call Dtsh. By inserting the electronic wavefunction expan-

sion 26 into the TDSE (Eq. 2) we obtain

Ḋtsh = − i

ℏ
H(t)Dtsh. (28)

Within the LD algorithm, the transformation matrix at the end of the time step, T (∆t), is obtained by

Löwdin orthonormalization of the wavefunction overlap matrix

Sml(∆t) = ⟨ψm(0)|ψl(∆t)⟩ . (29)

21

https://doi.org/10.26434/chemrxiv-2023-06wsj ORCID: https://orcid.org/0000-0002-0945-2906 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2023-06wsj
https://orcid.org/0000-0002-0945-2906
https://creativecommons.org/licenses/by/4.0/


Hence, from T (∆t) one gets H(∆t)

H(∆t) = T (∆t)E(∆t)T t(∆t). (30)

The matrix H(t) at intermediate times in the interval [0,∆t] is obtained by linear interpolation

H(t) = E(0) + [H(∆t)−E(0)]
t

∆t
. (31)

The essential point is that, unlike the NAC vectors, the diabatic quantities (such as H) depend smoothly

on the nuclear coordinates and can be easily and accurately interpolated. Eq. 28 can be easily solved for

any time t ∈ [0,∆t].

To obtain the electronic evolution equation for the CT-TSH method, we can combine Eq. 28 with Eq.

11. This yields an expression equivalent to Eq. 5 in diabatic basis

Ḋ(t) = − i

ℏ
H(t)Dtsh + Ḋct(t) (32)

where the elements of Ḋct(t) can be written as

Ḋm,ct(t) =

NC∑
ν=1

Pν

ℏMν
·

(
fν,m −

∑
l

|Cl(t)|2fν,l

)
Dm(t). (33)

Eq. 33 was obtained by combining Eq. 13 with the vector potential approximation obtained from the

accumulated forces, as shown in Eq. 14. It should be noted that Aν ≃
∑

l |Cl(t)|2fν,l, and Aν remains

invariant under changes of basis. This is the reason why we retain the adiabatic coefficients in our expression.

Additionally, we introduce an approximation by assuming that the accumulated adiabatic forces fν,m and

the quantum momentum Pν remain constant within the integration time step. This simplification enables

us to streamline the expression and avoid the diabatization of the accumulated adiabatic forces, since in the

LD scheme, at the beginning of the time step, D(0) ≡ A(0).

Finally, the adiabatic coefficients can be recovered by inverting Eq. 27:

C(t) = T t(t)D(t). (34)

A.2 RK4 algorithm

To proceed, we will evaluate equation 33 by employing the RK4 algorithm. In this particular case, the

function to be solved corresponds to Ḋ(t,D). It is worth noting that at the beginning of each time step,

we initialize the diabatic coefficients to be equal to the adiabatic coefficients, denoted as C(0) = D(0).

Additionally, we interpolate the diabatic Hamiltonian using equation 31. With these initial conditions

established, we can determine the slope (k1, k2, k3 and k4) through the following procedure (from this point

onward, all expressions are expressed in atomic units):
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A.2.1 k1 in LD

�

H(0) = E(0) (35)

�

D(0) = C(0) (36)

�

Ḋm,ct(0) =

NC∑
ν=1

Pν

Mν
·

(
fν,m −

∑
l

|Cl(0)|2fν,l

)
Dm(0) (37)

k1 = −iE(0)C(0) + Ḋct(0) (38)

A.2.2 k2 in LD

�

H(∆t/2) = E(0) +
1

2
[H(∆t)−E(0)] (39)

�

D(∆t/2) = C(0) +
(∆t · k1)

2
(40)

�

Ḋm,ct(∆t/2) =

NC∑
ν=1

Pν

Mν
·

fν,m −
∑
l

|
∑
j

Tjl(∆t/2)Dj(∆t/2)|2fν,l

Dj(∆t/2) (41)

k2 = −i
[
E(0) +

1

2
[H(∆t)−E(0)]

] [
C(0) +

(∆t · k1)
2

]
+ Ḋct(∆t/2) (42)

We know that at t = 0, T (0) = 1 and at t = ∆t, T (∆t) = S(∆t) (as shown in Eq. 29). The matrix

T (∆t/2) is estimated by linear interpolation. A proper way to obtain T (∆t/2) would be the diagonalization

of H(∆t/2). However, this introduces a sign arbitrariness which would require careful resolution (not

implemented in this first setup of the CT-TSH method).

A.2.3 k3 in LD

�

H(∆t/2) = E(0) +
1

2
[H(∆t)−E(0)] (43)

�

D(∆t/2) = C(0) +
(∆t · k2)

2
(44)

�

Ḋm,ct(∆t/2) =

NC∑
ν=1

Pν

ℏMν

fν,m −
∑
l

|
∑
j

Tjl(∆t/2)Dj(∆t/2)|2fν,l

Dj(∆t/2) (45)
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k3 = −i
[
E(0) +

1

2
[H(∆t)−E(0)]

] [
C(0) +

(∆t · k2)
2

]
+ Ḋct(∆t/2) (46)

A.3 k4 in LD

�

H(∆t) = T (∆t)E(∆t)T (∆t)t (47)

�

D(∆t) = C(0) + ∆t · k3 (48)

�

Ḋm,ct(∆t) =

NC∑
ν=1

Pν

ℏMν

fν,m −
∑
l

|
∑
j

Tjl(∆t)Dj(∆t)|2fν,l

Dj(∆t) (49)

k4 = −iH(∆t) [A(0) + ∆t · k3] + Ḋct(∆t) (50)

The new adiabatic coefficients are:

C(∆t) = T (∆t)t
[
C(0) +

∆t

6
(k1 + 2k2 + 2k3 + k4)

]
. (51)
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[9] Eric R. Bittner and Peter J. Rossky. Quantum decoherence in mixed quantum-classical systems: Nona-

diabatic processes. J. Chem. Phys., 103(18):8130–8143, 11 1995.

[10] Basile F. E. Curchod and Ivano Tavernelli. On trajectory-based nonadiabatic dynamics: Bohmian

dynamics versus trajectory surface hopping. J. Chem. Phys., 138(18):184112, 05 2013.

[11] Basile F. E. Curchod, Federica Agostini, and E. K. U. Gross. An exact factorization perspective on

quantum interferences in nonadiabatic dynamics. J. Chem. Phys., 145(3):034103, 07 2016.

[12] Yinan Shu and Donald G. Truhlar. Decoherence and its role in electronically nonadiabatic dynamics.

J. Chem. Theory Comput., 19(2):380–395, 2023.

[13] John C. Tully. Molecular dynamics with electronic transitions. J. Chem. Phys., 93(2):1061–1071, 1990.

[14] Ali Abedi, Neepa T. Maitra, and E. K. U. Gross. Exact factorization of the time-dependent electron-

nuclear wave function. Phys. Rev. Lett., 105:123002, Sep 2010.

[15] Seung Kyu Min, Federica Agostini, and E. K. U. Gross. Coupled-trajectory quantum-classical approach

to electronic decoherence in nonadiabatic processes. Phys. Rev. Lett., 115:073001, Aug 2015.

[16] Lea M. Ibele, Carlotta Pieroni, Francesco Talotta, Basile F.E. Curchod, David Lauvergnat, and Federica

Agostini. Exact factorization of the electron-nuclear wavefunction: Fundamentals and algorithms. In

Comprehensive Computational Chemistry, Russell Boyd and Manuel Yañez. Elsevier, 2023.

[17] Carlotta Pieroni and Federica Agostini. Nonadiabatic dynamics with coupled trajectories. J. Chem.

Theory Comput., 17(10):5969–5991, 2021.

[18] Jian-Yun Fang and Sharon Hammes-Schiffer. Improvement of the internal consistency in trajectory

surface hopping. J. Phys. Chem. A, 103(47):9399–9407, 1999.

[19] Chaoyuan Zhu, Shikha Nangia, Ahren W. Jasper, and Donald G. Truhlar. Coherent switching with

decay of mixing: An improved treatment of electronic coherence for non-Born–Oppenheimer trajectories.

J. Chem. Phys., 121(16):7658–7670, 2004.

[20] Giovanni Granucci and Maurizio Persico. Critical appraisal of the fewest switches algorithm for surface

hopping. J. Chem. Phys., 126(13):134114, 2007.

[21] Giovanni Granucci, Maurizio Persico, and Alberto Zoccante. Including quantum decoherence in surface

hopping. J. Chem. Phys., 133(13):134111, 2010.

25

https://doi.org/10.26434/chemrxiv-2023-06wsj ORCID: https://orcid.org/0000-0002-0945-2906 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2023-06wsj
https://orcid.org/0000-0002-0945-2906
https://creativecommons.org/licenses/by/4.0/


[22] Joseph E. Subotnik, Wenjun Ouyang, and Brian R. Landry. Can we derive Tully’s surface-hopping

algorithm from the semiclassical quantum Liouville equation? Almost, but only with decoherence. J.

Chem. Phys., 139(21):214107, 2013.

[23] Joseph E. Subotnik, Amber Jain, Brian Landry, Andrew Petit, Wenjun Ouyang, and Nicole Bellonzi.

Understanding the surface hopping view of electronic transitions and decoherence. Annu. Rev. Phys.

Chem., 67(1):387–417, 2016.

[24] Patricia Vindel-Zandbergen, Lea M. Ibele, Jong-Kwon Ha, Seung Kyu Min, Basile F. E. Curchod, and

Neepa T. Maitra. Study of the decoherence correction derived from the exact factorization approach

for nonadiabatic dynamics. J. Chem. Theory Comput., 17(7):3852–3862, 2021.

[25] Giovanni Granucci, Maurizio Persico, and Alessandro Toniolo. Direct semiclassical simulation of pho-

tochemical processes with semiempirical wave functions. J. Chem. Phys., 114(24):10608–10615, 2001.

[26] Valentina Cantatore, Giovanni Granucci, and Maurizio Persico. Simulation of the π → π∗ photody-

namics of azobenzene: Decoherence and solvent effects. Comput. Theor. Chem., 1040-1041:126–135,

2014.

[27] Davide Accomasso, Giovanni Granucci, Meilani Wibowo, and Maurizio Persico. Delocalization ef-

fects in singlet fission: Comparing models with two and three interacting molecules. J. Chem. Phys.,

152(24):244125, 06 2020.

[28] Eduarda Sangiogo Gil, Maurizio Persico, and Giovanni Granucci. Frenkel exciton photodynamics of

self-assembled monolayers of azobiphenyls. J. Chem. Phys., 157(16):161101, 10 2022.

[29] Giacomo Salvadori, Veronica Macaluso, Giulia Pellicci, Lorenzo Cupellini, Giovanni Granucci, and

Benedetta Mennucci. Protein control of photochemistry and transient intermediates in phytochromes.

Nat. Commun., 13(1), 2022.

[30] Ali Abedi, Neepa T. Maitra, and E. K. U. Gross. Correlated electron-nuclear dynamics: Exact factor-

ization of the molecular wavefunction. J. Chem. Phys., 137(22):22A530, 2012.

[31] Federica Agostini and E. K. Gross. Ultrafast dynamics with the exact factorization. Eur. Phys. J. B,

94(9), 2021.

[32] Federica Agostini, Seung Kyu Min, Ali Abedi, and E. K. U. Gross. Quantum-classical nonadiabatic

dynamics: Coupled- vs independent-trajectory methods. J. Chem. Theory Comput., 12(5):2127–2143,

2016.

[33] Seung Kyu Min, Federica Agostini, Ivano Tavernelli, and E. K. U. Gross. Ab initio nonadiabatic

dynamics with coupled trajectories: A rigorous approach to quantum (de)coherence. J. Phys. Chem.

Lett., 8(13):3048–3055, 2017.

26

https://doi.org/10.26434/chemrxiv-2023-06wsj ORCID: https://orcid.org/0000-0002-0945-2906 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2023-06wsj
https://orcid.org/0000-0002-0945-2906
https://creativecommons.org/licenses/by/4.0/


[34] Graeme H. Gossel, Federica Agostini, and Neepa T. Maitra. Coupled-trajectory mixed quantum-classical

algorithm: A deconstruction. J. Chem. Theory Comput., 14(9):4513–4529, 2018.

[35] In Seong Lee, Jong-Kwon Ha, Daeho Han, Tae In Kim, Sung Wook Moon, and Seung Kyu Min.

Pyunixmd: A python-based excited state molecular dynamics package. J. Comput. Chem., 42(24):1755–

1766, 2021.

[36] Evaristo Villaseco Arribas, Federica Agostini, and Neepa T. Maitra. Exact factorization adventures: A

promising approach for non-bound states. Molecules, 27(13), 2022.

[37] Evaristo Villaseco Arribas and Neepa T. Maitra. Energy-conserving coupled trajectory mixed quan-

tum–classical dynamics. J. Chem. Phys., 158(16):161105, 2023.

[38] Jong-Kwon Ha, In Seong Lee, and Seung Kyu Min. Surface hopping dynamics beyond nonadiabatic

couplings for quantum coherence. J. Phys. Chem. Lett., 9(5):1097–1104, 2018.

[39] Jong-Kwon Ha and Seung Kyu Min. Independent trajectory mixed quantum-classical approaches based

on the exact factorization. J. Chem. Phys., 156(17):174109, 2022.

[40] Daeho Han, Jong-Kwon Ha, and Seung Kyu Min. Real-space and real-time propagation for correlated

electron–nuclear dynamics based on exact factorization. J. Chem. Theory Comput., 19(8):2186–2197,

2023.

[41] Federica Agostini. An exact-factorization perspective on quantum-classical approaches to excited-state

dynamics. Eur. Phys. J. B, 91(7), 2018.

[42] Teresa Cusati, Giovanni Granucci, and Maurizio Persico. Photodynamics and time-resolved fluorescence

of azobenzene in solution: A mixed quantum-classical simulation. J. Am. Chem. Soc., 133(13):5109–

5123, 2011.

[43] Carlotta Pieroni, Filippo Becuzzi, Luigi Creatini, Giovanni Granucci, and Maurizio Persico. Effect of

initial conditions sampling on surface hopping simulations in the ultrashort and picosecond time range.

azomethane photodissociation as a case study. J. Chem. Theory Comput., 19(9):2430–2445, 2023.

[44] Felix Plasser, Giovanni Granucci, Jiri Pittner, Mario Barbatti, Maurizio Persico, and Hans Lischka.

Surface hopping dynamics using a locally diabatic formalism: Charge transfer in the ethylene dimer

cation and excited state dynamics in the 2-pyridone dimer. J. Chem. Phys., 137(22):22A514, 2012.

[45] Isabella C. D. Merritt, Denis Jacquemin, and Morgane Vacher. Nonadiabatic coupling in trajectory sur-

face hopping: How approximations impact excited-state reaction dynamics. J. Chem. Theory Comput.,

19(6):1827–1842, 2023.

27

https://doi.org/10.26434/chemrxiv-2023-06wsj ORCID: https://orcid.org/0000-0002-0945-2906 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2023-06wsj
https://orcid.org/0000-0002-0945-2906
https://creativecommons.org/licenses/by/4.0/
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